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Experiment I: Generalization of Compositional Learning

Contribution:  We are the first to demonstrate that RL agents can be trained to implicitly 
learn concepts and compositionality, to solve more complex 3D environments in zero-shot 
without needing additional training episodes. 

Summary 

Motivation: Children can rapidly generalize compositionally-constructed rules to unseen 
test sets. On the other hand, deep reinforcement learning (RL) agents need to be trained 
over millions of episodes, and their ability to generalize to unseen combinations remains 
unclear. 

Problem: We investigate the compositional generalization capabilities for vision-language 
multimodal learning, using the task of navigating to instructed targets in synthetic 3D 
environments. Specifically, the instruction contains five colors (C) -- red, green, blue, yellow,
black and five shapes (S) – capsule, cube, cylinder, prism, sphere.

Environments for Grounded Learning

Experiment II: Concept Learning Speeds Up and Generalizes Compositional Learning

Conclusions

Experiment III: Comparison of Text Encoders
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Task: Given an instruction with vision inputs, the RL agents are expected to navigate to the 
target objects.

Figure 1. Example Environment. 

Figure 3. Left: Agent architecture. The language module of the one-hot encoder agent is at bottom right, boxed up 
within dashed lines. Red arrows or boxes represent trainable weights, while black arrows or boxes represent frozen 
weights. Right: Learning curve of the RL agent in train environment and test environment respectively.

Table 1. Train-Test split for environment C|S and C&S.

Table 3. Comparisons of training episodes needed for agents to reach performance criterion in C&S environments.

Table 4. Summary of zero-shot evaluation experiments.

Table 5. Comparisons of training episodes needed for agents with different text 
encoders in C&S environment.

Figure 4. Word embeddings of the agent with BERT (left) and CLIP (right) text encoders after 
training in the C&S environment for 50,000 episodes. Filled icons represent training set examples, 

while unfilled icons with magenta labels represent testing set examples. 
 

Figure 2. Examples of instruction and various scenarios in three environments.

Table 2. Reward System. 

Performance Criterion: The agent achieves +9 average reward (maximum +10) over 100 
episodes, the details of the reward system in our environments are shown in Table 2.

1. We demonstrated the compositional abilities of reinforcement learning agents with 
multimodality. Specifically, we found that agents can learn to decompose and recompose 
instructions to solve held-out test instructions. 

2. We showed that invariant concept learning accelerates compositional learning. 
3. We tested various text encoders, with CLIP as a foundation model on both image and text 

modality showing the ability to speed up learning.
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